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Abstract
Autoimmune disorders (ADs) are a prevalent and growing concern. 
Despite the increasing number of cases each year, the majority of 
genes underlying these diseases are unknown. While efforts are being 
made to treat and develop therapies for these particular disorders, 
the methods for target discovery and identification are time and cost 
expensive. We propose a novel model to predict gene-autoimmune 
disease associations with Graph Neural Networks (GNNs). 

Objectives
• Develop an accurate and computationally efficient model for 

predicting gene-autoimmune disease associations using 
heterogeneous graph neural networks. 

• Train the model on data with known associations and deploy it to 
uncover potential new associations. 

• The system aims to be adaptable for various deep learning 
applications, potentially advancing our understanding of the 
genetic basis of autoimmune diseases and identifying novel 
therapeutic targets for improved management and treatment.

Methods
Results

Conclusion & Future Directions 

We built a heterogeneous graph neural network with a convolutional 
framework which accurately predicts novel gene-autoimmune disease 
associations.  We discovered that increasing the amount of data 
points improves the model significantly. We hope to extend our model 
to include even more genes which we can relate to our 67 
autoimmune disorders. We would like to benchmark our model in 
order to compare it to existing heterogeneous GNNs. 

Measurements of performance: 

Area Under the Receiving Operator Curve (ROC). 
• The ROC curve is a metric to evaluate how well our model can 

distinguish between an edge versus no edge. 
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We load in 66 unique 
disease nodes, 4051 
unique gene nodes, 
183,346 gene-gene 
associations, 907 disease-
disease associations, and 
3295 known gene-
autoimmune disorder 
associations from our 
datasets. Each disease 
node’s features are based 
on their known 
pathophysiological 
pathways, and each 
gene’s features are based 
on the number of known 
associations to ADs.

Methods cont.

We construct our graph using the Heterogeneous Data class available 
through the PyTorch library. Each node and edge is assigned a unique 
index for identification, and the connections are stored through 
tensors. 
Following a convolutional framework, we update a node’s features 
using an aggregation of its neighbor’s features. For each hidden layer, 
the ReLu function is applied as the activation function.

We apply a final classifier function as the dot product between the 
vector of disease and gene node embeddings to obtain a measure 
(the prediction) of their relative “closeness”. 
Within the training loop, we calculate the loss for our model.
                                   
                                
Let     be the number of data points,       be the truth value of the 
edge, and        be the prediction given by the model. 

                                                                             

Results cont.

Initially, we input 49 autoimmune disorders, 3618 gene nodes, 
174,513 gene-gene associations, 907 disease-disease associations, 
and 575 disease-gene associations. Looking to improve the accuracy 
of our model, we performed data augmentation to obtain our final 
model. 

In order to predict gene-autoimmune disease associations, we 
constructed a heterogeneous graph using a graph convolutional 
framework, with genes and autoimmune diseases as nodes and three 
types of edges representing their interactions. The data is sourced 
from the publicly available Gene & Autoimmune Disease Association 
Database (GAAD). 
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