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The main idea of my project is to use discontinuous Galerkin method to solve 
the Maxwell’s equations, which allows the parallelization of computation and 
furthermore the implementation in HPC.

Here we use the sparse grids method in order to reduce the computational 
cost, especially in high dimensions. And we will test the cases for different 
choices of numerical fluxes, including central flux, alternating flux, and up-
wind flux. The accuracy of order, L-2 error and  CFL number will be the 
conditions for us to make the appropriate choice for numerical flux.

In addition, at first we use the explicit time advanced method—3rd order 
Runge Kutta method. This method will have strict condition for the choice of 
CFL number, for example, CFL number should be less than 0.01 for Lev 9 in 
up-wind scheme. This very small CFL number will have a high requirements 
for the high order computational cost. Hence it is important for us to develop 
the implicit time advanced method, in which we are able to have a much 
larger CFL number with acceptable error condition. But this time the 
computation of the inverse matrix will also be a matter. Preconditioner
method is supposed to be used in this case.

The DG method will use basis functions that are discontinuous in the 
boundary of each grid. And we use the set of basis functions to approximate 
the target function that we want. Then we are able to get the numerical 
solution after a series of mathematical formulation and computation. Here the 
jump condition in each boundary is considered to be very important, and our 
numerical fluxes are the choices of this jump condition.

The main idea of sparse grids method is to use different levels in each 
dimension. Briefly we can understand in this way, full grids method requires 
the level in each dimension should be less than or equal to, while sparse 
grids method requires the sum of levels in each dimension should be less 
than or equal to N. Here we denote k as the degree, N as the maximum level 
and d as the dimension.
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It is easy for us to see that alternating flux and up-wind flux have better 
convergence rate than central flux. For degree=2, the accuracy of order for 
central flux is a half less than those of other two fluxes.

For 1D implicit scheme, we just use the backward Euler time method and test 
the central flux, then we are able to see that the CFL number can be much 
larger than what we need in explicit scheme, which means we are able to have 
a significant reduction of computational cost. 

In the future, we would like to test different numerical fluxes for implicit 
scheme, and use preconditioner method to reduce the matrix inverse 
calculation. Furthermore, we also want to develop different implicit time 
advanced method, such as 3rd Implicit Runge Kutta method , as well as semi-
implicit scheme. 
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