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Figure 2 The gateway approach. The user interfaces with the
science gateway portal and initiates a job that is run through
parallel modules on an HPC resource. Based on the user's needs,
either the raw results are delivered back to the user, or the output
is parsed and prepared for easier use before it is made accessible
through the gateway.
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