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Proposed Implementation Update QR Technigues

QMCPACK is open-source scientific software desighed to perform
Quantum Monte Carlo simulations, which are first principles methods
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Utilizing QR Factorization Return R to upper triangular form

» Provides more numerical stability
> Less sensitive to ill-conditioned matrices than LU factorization

» Obviates the need to periodically recalculate the inverse of matrix A from
scratch

» The Slater Determinant is a way of expressing the many-particle
wave function for a system of electrons (or other fermions) with
anti-symmetry.

» Eachy, ,.., represents the wave function for a single particle. A=QR, Q= ( a1

» When two particles’ positions are exchanged, two rows are |
switched in the above matrix, which changes the sign of the
determinant and satisfies the anti-symmetric property.
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» The updated column of R will be “shifted” at the n-1 column,
where n is the size of the square matrix A.

Note that Q is orthonormal and R is upper triangular. » Utilizing the above techniques, zeros can be introduced below the
,, . diagonal in columns of R.
QMCPACK Existing Implementation Rank-k Update > Appropriate operations are performed on Q to maintain A = QR

» Contiguous accepted change columns can be stored in a sub-matrix,
delaying the need to explicitly update matrix R.
» The estimated determinant from this continuous sequence of changes can
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» Parallel GPU (CUDA) implementation for rank-k update

| = A* inverse(A) A=(A+uv)
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Suppose A is an invertible n-by-n matrix and U, V are n-by-m matrices.

det(A + U VT) - det(Im + VTA‘lU) det(A). Acknowledgements: Funded by a National Science Foundation REU
program, CSURE 2015 at UTK/ORNL.




