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● Create a computer simulation of the C. elegans’s 
embryogenesis cycle to duplicate data from existing 
experimental data (collected from Memorial Sloan 
Kettering Cancer Center)
○ Port existing NetLogo simulation into RepastHPC1

○ Visually display results using VisIt2

● Create a graphical user interface (GUI) to run 
RepastHPC and VisIt from a single hub

Overview



● Primitive multicellular organism (worm)
○ Shares many important biological characteristics 

that arise as complications within human beings3

● Used in development biology
○ Primarily for the study of cellular growth and 

organization in three dimensions
■ An abstract way of studying diseases such as 

cancer
● By using computer simulations, the same studies can be 

done without actually having to breed the worm

C. Elegans



● NetLogo is an open-source, agent based modeling 
software written in Scala and Java

● Has two components
○ Interface/Code Window
○ Viewer

● Limitations
○ Can only execute in serial

NetLogo



● RepastHPC is an open-source, cross-platform, agent 
based modeling toolkit written in C++
○ Released (v2.1.0) by Argonne National Laboratory 

on May 8, 2015
● Unlike NetLogo, it is created specifically for high 

performance computing (parallel programming).
○ Runs on clusters, supercomputers, and workstations

● Limitations
○ No visual features

RepastHPC



Preparing the Simulation



Creating Cells



● RepastHPC make implicit use of the Boost library
● Boost is a parallelization library created for C++ 

○ More specifically, it is a layer of abstraction over MPI
● In particular, Boost is used with the transfer of agents 

between processes
○ It does this by serializing an agent package—the 

actual object that is passed between the processes

Boosting With RepastHPC



Splitting the Work

All cells are distributed between the processes



RepastHPC Agents in Parallel
● Agents can be requested, copied, and/or moved between 

processes
● In this simulation, RepastHPC automatically handles 

these processes due to the use of the spatial network (a 
grid)
○ More specifically does...

■ Moving agents across processes
■ Copying agents across processes
■ Cancelling of non local agents (copies)



● Wander 
● Divide
● Save progress

○ X, Y, Z Coordinates
○ Name
○ Size
○ Various IDs

Algorithms



● Move in a linear path
○ Cells execute a different movement path after X 

amount of ticks have occurred during the simulation
○ Mainly, cells normally move in the following manner

■ Current Position + ((Target Position – Current 
Position) / (Division Time – Current Number of 
Ticks))

Wander Algorithm: Closer Look



● If parent cell is ready to divide
○ Create new cell, which becomes first daughter, and check experimental 

data
■ Determine target coordinates
■ Determine division time
■ Determine the initial speed of the cell’s movement

○ Parent cell becomes daughter cell and check experimental data
■ Determine division time
■ Determine target coordinates

● If parent has outlived division cycle
○ Create a new cell; this becomes the first daughter
○ Parent cell becomes the second daughter
○ Both of the cells cannot divide

Division Algorithm: Closer Look



● VisIt is an open-source software written in C/C++
○ Uses Python scripting for visualizations
○ Can utilize Java in addition to previous mentioned 

languages
● It is used for the visualization of data

○ Animation is simple, time-stepped pictures
● Like RepastHPC, it can also run in parallel allowing it to 

handle larger data sets 

VisIt



VisIt Display

Point3d file

Nuclei Data File
Python Scripts



● Open source program written in Java
● Allows for the creation of a Java GUI without being 

proficient in the programming language
● Streamlines the Nuclei-to-Display process

Netbeans IDE



● The NetLogo simulation has been successfully 
implemented into RepastHPC
○ In serial, RepastHPC produces the same amount of 

cells as NetLogo
○ In parallel (without spatial updates), RepastHPC 

produces two less cells than NetLogo
○ In parallel (with spatial updates), RepastHPC 

produces two less cells than NetLogo

Current Status - RepastHPC



● Animation of RepastHPC results have been completed 
in VisIt

● GUI is almost complete
○ Working on displaying of VisIt files

Current Status - VisIt & GUI



 RepastHPC vs NetLogo

NetLogo RepastHPC



● Complete GUI for simulation 
● Continue work on RepastHPC simulation

○ Enhance algorithms for more parallelized processing
○ Enhance wandering algorithms to better match the 

experimental data
○ Work on wandering algorithm to increase speed 

(parallel with spatial updates) 

Future Plans
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